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1 Introduction

Transformers are super large language models that
are proved to be very powerful on different NLP
tasks (Wolf et al., 2019). However, there are still
many ways to attack the model with very low costs.
How to defend the model becomes an important
problem. In our work, we treat adversarial attack
results as a new (unseen) domain of the model,
and we frame the defending problem into how to
improve the robustness of the model on the new
domain. We focus on the task of conversation en-
tailment, where multi-turn natural language dia-
logues are the premise, and the transformer model
is �ne-tuned to predict whether a given hypothe-
sis about the given dialogue is true or false. The
adversary would attack the hypothesis to fool the
model to make the wrong predictions. We apply
synonym-swapping as the attack method. To show
the robustness of the model, we implement some
�ne-tuning strategies and propose the embedding
perturbation loss as a method to improve the robust-
ness of the model. Finally, we show the importance
of our work by discussing the adversarial attacks
in NLP in the real world.

2 Related Work

Our project is inspired by the coherence assessment
work (Storks and Chai, 2021). Although the state-
of-the-art transformer models could have competi-
tive results on text classi�cation, it is still dif�cult
for the models to capture coherence from the input,
which makes them vulnerable to attacks. One pos-
sible way for the attack could borrow the idea of
adversarial attacks from the domain of computer vi-
sion (Machado et al., 2020; Xu et al., 2021; Gabriel
et al., 2021). These attacks are carried out by care-
fully crafting noise (perturbation) and injecting it
into an image. The perturbation causes a trained
model to change its prediction.

Figure 1: Adversarial attack in image classi�cation

The processed images are called "adversarial
samples." Normally, this noise that is added to the
image is unnoticeable by humans, hence, is it un-
likely that humans will change their predictions 1.
However, a neural network can be sensitive to such
noise.

Figure 2: Adversarial attack in text classi�cation (Jin
et al., 2019)

This phenomenon indicates that trained neural
networks might be capturing irrelevant signals from
the training data. (Morris et al., 2020; Alzantot
et al., 2018; Jin et al., 2019; Kuleshov et al., 2018;
Li et al., 2018; Gao et al., 2018; Wang et al., 2019;
Wei and Zou, 2019; Ebrahimi et al., 2017; Zang
et al., 2020; Pruthi et al., 2019) suggested that lan-
guage models suffer the same problem, and they
proposed various methods of generating adversarial
samples and better approaches to defense against
these attaches. A common type of attack is chang-
ing a token to its synonym, as shown in 2. In
the context of conversation entailment, the team
wanted to experiment with "synonym-swapping"
for both the stories and hypotheses. In addition,
the team is also curious to see if expanding the
story with irrelevant information (information over-


















